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  ABSTRACT 

 Extraction of human opinions from Web documents 

has been receiving increasing interest. An important 

part of the information-gathering behaviour has 

always been to find out what other people think. With 

the Increasing popularity and availability of opinion-

rich resources such as personal blogs and online review 

sites, new challenges and opportunities arise as people 

can, and do, actively use information technologies 

method or technique to find out and understand the 

opinions of others. Opinion Mining/Sentiment Analysis 

deals with the computational treatment of Opinion and 

subjectivity in the text has thus occurred at least in a 

part for giving a direct response to the surge of interest 

in new systems which is deal directly with opinions as a 

first-class Object.  

In this paper, we demonstrate an opinion mining 

framework that extracts the Opinions and views of the 

consumers/customers and analyze them to provide 

concrete market flow along with proven statistical 

data. The software uses classification, clustering and   

uses  knowledge-based Opinion Mining 

 for providing these features. 
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1. INTRODUCTION 
Extraction of Information or Knowledge over 

large data collections like Internet has been a 

challenging task due to many constraints such 

as needs of large annotated training data, the 

requirement of extensive manual processing of 

data, and a huge amount of domain-specific 

terms. Quick analysis and understanding of the 

unstructured text of web are becoming 

increasingly important with the huge increase 

in the number of digital documents available. 

This unstructured text may turn into vital 

information after tactical processing that in turn 

could be used for various analysis and study 

purpose like analysis of product creditability 

and brand identity. One of the bottlenecks in 

developing such systems is the prohibitively 

high cost of building and managing a 

comprehensive common-sense knowledge 

base. The motivating factor to attempt this 

work is an utmost need to have an intelligent 

system based on structured lexical analysis 

technology to acquire quality knowledge from 

online datasets and this requires in-depth 

analysis of already existing technologies and 

related issues like unstructured-ness of the 

language of available data and its reliability. 

We aim to extract knowledge about the product 

from the Internet by analyzing the views and 

opinions scattered over the web in various 

blogs, forums, and other online sources. 
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In this paper, we have proposed a new method for effectively 

extracting opinion knowledge while reducing the 

computational complexity without losing the structural 

properties of language. This novel, robust, and high-quality 

knowledge extraction system is based on the integration of 

IR, IE, and Statistical Machine Learning. 
 

 

2. LITERATURE SURVEY 

 
Although the area of opinion mining has recently enjoyed 

a huge burst of research activity, there has been a steady 

undercurrent of interest for quite a while. One could count 

early projects on beliefs as forerunners of the area. Later 

work focused mostly on the interpretation of metaphor, 

narrative, the point of view in the text, and related areas. 

The year 2001 or so seems to mark the beginning of 

widespread awareness of the research problems and 

opportunities that sentiment analysis and opinion mining 

raise and subsequently there have been literally hundreds 

of papers published on the subject. 

 

Factors behind this quick gain of attention include: 

 
• The rise of machine learning methods in natural 

language processing and information retrieval; 

 
• The availability of datasets for machine learning 

algorithms to be trained on, due to the blossoming of the 

World Wide Web and, specifically, the development of 

review-aggregation websites. 

 

• Realization of the fascinating intellectual challenges 

and commercial and intelligence applications that the area 

offers. 

 

Previous approaches to the task of knowledge extraction from 

large-scale document collection can be classier into two 

approaches: text classification and information extraction 

approach. In the former, researchers have been exploring 

techniques for classifying documents or passages according to 

semantic/sentiment orientation such as positive vs. negative 

[Dave et al., 2003; Pang and Lee, 2004; Turney, 2002, etc.]. 

The latter, on the other hand, focuses on the task of extracting 

information about particular aspects of interest and the 

corresponding semantic orientation in a structured form from 

unstructured text data. Corpus-based knowledge extraction 

approaches are promising for automatically acquiring 

knowledge (Alahawi et al, 2000) (Brown et al, 1993) 

(Imamura, 2002) (Menezes et al,2001) (Utsuro et al, 1993) 

(Watanabe et al, 2000) (Yamada et al, 2001). Most of the 

statistical models based on IBM models (Brown et al, 1993) are 

built from lingual corpora without considering the structural 

aspects of the language (Brown et al, 1993). They often output 

ungrammatical or unnatural translations. (Yamada et al, 2001) 

modeled the translation process from a parse tree of the source 

language into a target language sentence. But the 

computational complexity during alignment is very high 

because it must handle hierarchical structures. Some methods 

use parsed sentences in parallel sentence-aligned corpora to 

extract transfer rules or examples (Aramaki et al, 2001) 

(Watanabe et al, 2000) (Menezes et al, 2001) (Imamura, 

2002). However, parse-to-parse matching, which regards 

parsing and alignment as separate and successive procedures, 

suffers from grammatical inconsistency between languages. 

Moreover, it costs a lot to develop parsers of both the source 

and target language. 

 

In the pattern-based approach (Murano and Sato, 2003; 

Tateishi et al., 2001), pre-defined extraction patterns and a list 

of evaluative expressions are used. These extraction patterns 

and the list of evaluation expressions need to be manually 

created. However, as is the case in information extraction, 

manual construction of rules may require the considerable cost 

to provide sufficient coverage and accuracy. Hu and Liu (2004) 

attempt to extract the attributes of target products on which 

customers have expressed their opinions using association 

mining, and to determine whether the opinions are positive or 

negative. Their aim is quite similar to our aim, however, our 

work differs from theirs in that they do not identify the value 

corresponding to an attribute. Their aim is to extract the 

attributes and their semantic orientations. Taking the semantic 

parsing-based approach, Kanayama and Nasukawa (2004) 

apply the idea of transfer-based machine translation to the 

extraction of attribute-value pairs. They regard the extraction 

task as a translation from a text to a sentiment unit, which 

consists of a sentiment value, a predicate, and its arguments. 

Their idea is to replace the translation patterns and bilingual 

lexicons with sentiment expression patterns and a lexicon that 

specifies the polarity of expressions. Their method first 

analyzes the predicate-argument structure of a given input 

sentence making use of the sentence analysis component of an 

existing machine translation engine, and then extracts a 

sentiment unit from it, if any, using the transfer component. 

 

3. METHODOLOGY 

 

We have created a dictionary of customer reviews of branded 

computer systems (3000 sentences). We expanded the dictionary 

by hand with external resources including publicly available 

ordinal thesauri. As a result, we collected 5,000 entries for 

further processing. We have then executed the filtration sub-

module to standardize the data collected. 

 

Every website, forum or blog have a different structure for 

the opinions. The crawlers extract text by separating and 

identifying the specific domain. The classifiers are then 

trained to categories the hierarchical classification of web 

e.g. the text submitted gets base class. 
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Figure 1: Design of the System 

 

Specialized classifiers are trained for base categories such 

as Automobile, Music and specific product etc. Finally, the 

dataset containing the domain-specific data is formed for 

further processing. Now the lingual knowledge subroutine 

makes the system able to work on language rules and to 

perform sentiment analysis. Sentiment analysis deals with 

predicting the sensitivity of the text. For example, if the 

user has written a book review then sentiment analyzer tries 

to predict whether the user is criticizing the book or he is 

praising the book. The text from the database is extracted 

and clustered to increase the accuracy of prediction of 

opinions. The text is also processed based on the fact that 

opinion could be positive or negative [12]. Therefore, the 

resultant datasets were clustered and identified as positive 

and negative sets, each holding the opinions in a standard 

format. 

 
Now the knowledge extractor smartly extracts these 

opinions as per the fired query for analysis and analyzes 

each opinion in the light of user (optional) presence and 

intelligent modules designed for the same task. Finally, the 

knowledge is extraction from the system about the opinions 

extracted from the web. 

 

4. EXPERIMENTAL RESULTS 

 

We evaluated the results by recall R and precision P defined 

as follows, 

 
R = correctly extracted relations/total number of relations. 

 
P = correctly extracted relations/total number of relations 

found by the system. 

 

 

Found by System Found by Study   

P R P R 

    

410 338 466 456 

    

 

 

For the domain of branded computer, we have achieved 

68% precision and 56% recall as the proposed model is 

in the development phase. We have seen the refinement 

of results after every run as the dictionaries are 

enriching. Also, the processing of sentiments at 

statement level may play a vital role in achieving the 

better results. 

 

 

 

 

5. CONCLUSION 

 

In this paper, We Proposed new method/technique for 

Extraction of  Opinion from Web documents. We showed the 

feasibility of the task definition and showed that the model 

using language structural knowledge has improved the 

performance. Most researchers handle textual data manually 

or with simplistic token counting techniques; in the worst 

case, they ignore text data altogether. The proposed system is 

able to deal with the multiple opinions in a single sentence, 

which was a major problem in existing methods [1]. 

However, the domain dependency is still an open area of 

research in this field of Opinion Mining.  
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